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Abstract
The advent of ChatGPT, and the subsequent rapid improvement in the performance of what has become known as Genera-
tive AI, has led to many pundits declaring that AI will revolutionize education, as well as work, in the future. In this paper, 
we argue that enthusiasm for the use of AI in tertiary education is misplaced. A proper understanding of the nature of the 
outputs of AI suggests that it would be profoundly misguided to replace human teachers with AI, while the history of auto-
mation in other settings suggests that it is naïve to think that AI can be developed to assist human teachers without replacing 
them. The dream that AI could teach students effectively neglects the importance of ‘learning how’ in order to ‘learn that’, 
that teachers are also role models, and the social nature of education. To the extent that students need to learn how to use 
AI, they should do so in specialized study skills units. Rather than creating a market for dodgy educational AI by lowering 
their ambitions about what they can offer, universities should invest in smaller class sizes and teachers who are passionate 
about their disciplines. To flourish in the future, just as much as they do today, societies will need people who have learned 
to think and not—or not just—intelligent machines.
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1 Introduction

The advent of ChatGPT, and the subsequent rapid 
improvement in the performance of what has become known 
as Generative AI (GenAI), has led to many pundits declaring 
that AI will revolutionize education, as well as work, in the 
future (Trumbore 2023; Sidorkin 2024; Khan 2024. On work 
see Mollick 2024a; Taulli 2023). In this paper, we argue 
that enthusiasm for the use of AI in tertiary education is 
misplaced.1 A proper understanding of the nature of the 
outputs of AI suggests that it would be profoundly misguided 
to replace human teachers with AI, while the history of 
automation in other settings suggests that it is naïve to think 
that AI can be developed to assist human teachers without 
replacing them. The dream that AI could teach students 
effectively neglects the importance of ‘learning how’ in 

order to ‘learn that’, that teachers are also role models, and 
the social nature of education. To the extent that students 
need to learn how to use AI, they should do so in specialized 
study skills units. Rather than creating a market for dodgy 
educational AI by lowering their ambitions about what they 
can offer, universities should invest in smaller class sizes 
and teachers who are passionate about their disciplines. To 
flourish in the future, just as much as they do today, societies 
will need people who have learned to think and not—or not 
just—intelligent machines.

2  The brave new world of AI educators

The release of ChatGPT in 2022 led to an eruption of interest 
in pedagogical applications of Generative AI (Bearman et al. 
2023; Farrelly and Baker 2023; Jensen et al. 2024; Korseberg 
and Elken 2024). As Martin Weller (2014) has argued 
compellingly, the “Edtech industry” is deeply committed 
to the idea that education as we know it is fundamentally 
“broken,” and that it is “visionary” technology—not deeper 
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institutional change—that will provide the solution. It is, 
therefore, little wonder that GenAI has been heralded as 
a time-saving ‘teaching assistant’ able to instantly create 
lesson plans (van den Berg and du Plessis 2023) and to 
automatically generate quizzes on course content (Pesovski 
et  al. 2024). Any number of companies are rolling out 
‘intelligent tutoring systems’ able to provide students with 
timely and ‘personalised’ feedback (Kasneci et al. 2023) 
throughout the learning process and on submitted assessment 
(Sifaleras and Lin 2024), thus ostensibly building students’ 
felt connection to subject content (Fuchs 2023), and 
promoting behavioral engagement and motivation (Ng et al. 
2024). The ease with which machine learning systems learn 
in response to the features of particular datasets suggests that 
it will soon be possible to create individualized AI tutors 
for each and every student (Khan 2024)—a fantasy that, as 
Watters (2021) demonstrates, has animated the pursuit of 
educational technologies since the 1920s. Insofar as one 
would hope that there is a connection between feedback and 
grading—both because, in ordinary circumstances, students 
should not be guided in ways that would not improve 
their grades and because grades themselves are a form 
of feedback—provision of feedback by AI is likely to be 
followed, reasonably quickly, by grading by AI. Indeed, AI 
grading is already being promoted as overcoming scalability 
limitations of traditional grading processes in higher 
education (Fagbohun et al. 2024).2 Finally, improvement 
in computer graphics engines means that it will soon be 
possible to create near photo-realistic ‘Digital Humans’, 
which, combined with GenAI, might serve as tutors or even 
deliver online lectures (Liu 2024; OIAI 2023). It is all too 
possible to imagine these technologies being combined into 
a system that purports to provide students with an education 
without them having any contact with human teachers.

All these innovations are being explored and introduced 
in a period in which students can use—and are using—AI to 
complete the work set for them by universities. AI built into 
Adobe Acrobat summarizes articles so our students do not 
have to read them. Scite and Elicit will survey the scientific 
literature and perform bibliographic research so students no 
longer need to go the library. Mathway and Socratic will 
answer math questions. ChatGPT now writes as good an 
undergraduate essay as most students—and a much better 
essay than the vast majority of students writing in a second 
language (Herbold et al. 2023). There is almost nothing that 
students are permitted by universities to do on a computer 
that cannot be done just as well, if not better—and much, 
much, faster—by AI.

If educators begin using AI to design classes and assess 
work, they will struggle to explain why their students should 
not use AI to write it. If we are not careful, then, we will 
shortly live in a world in which machines are marking the 
work of other machines.

3  How did we get here?

The traditional way to get machines to succeed at a task that 
could previously only be performed by human beings is to 
first make the work of the humans more mechanical (Braver-
man 1998). That usually means standardizing what was pre-
viously bespoke, so that there is less role for judgment and 
skill in the production of the good, breaking the task up 
into subtasks, which machines might be able to take on, and 
lowering expectations. Success often requires transforming 
the economics of the setting, such that inferior, but much 
cheaper, products, outsell and ultimately displace what was 
previously thought to be worth buying—and manufacturing.

Unfortunately, in the last several decades, governments 
and universities have done all of this, unwittingly or not 
paving the way for machines to replace teachers (Farnell 
2023). Larger class sizes and lower per capita funding have 
increased the amount of marking and made it more difficult 
for teachers to provide individualized feedback on submit-
ted work (Henderson et al. 2019). More and more classes 
are taught by staff in ongoing or ‘long-term’ precarious 
employment (Bone 2021), who often have little time to pre-
pare for classes, few opportunities to engage in research, 
and are routinely requested to teach subjects outside of 
their area of expertise (Lopes and Dewan 2015), with the 
result that teaching has gradually become more standard-
ized. Assessment has also become increasingly rote. If they 
are not answering multiple-choice questions, the majority of 
students submit work that consists of a pastiche of sources, 
minimally rewritten so as to avoid accusations of plagiarism: 
by-and-large their essays avoid taking controversial, let alone 
original, positions, which would require that they argue for 
them themselves.3 Staff then use the quality of ‘writing’ in 
the result as a proxy for the extent of the student’s under-
standing and their capacity to construct an argument. Stu-
dents get good grades for stringing an argument together out 

2 This is despite the lack of clarity in current discussions of fairness 
and transparency in AI grading noted by Memarian and Doleck 
(2023).

3 That students take an increasingly instrumental approach to 
learning and to assessment is not a moral failing on their behalf, but 
rather an understandable response to profound structural changes in 
the university, society, and the relationship between the two (Tao 
2021). In addition to the slow dismantling of teaching and learning 
conditions discussed above, the widespread understanding of the 
purpose of mass higher education as the provision of employable 
skills tends to promote passive and instrumental approaches to 
learning (Molesworth et al. 2009).



AI & SOCIETY 

of the claims of others regardless of its conclusions, as long 
as the latter are within some acceptable range. This dynamic 
is especially present in humanities disciplines because for 
various reasons—some good, some bad—teachers have 
become reluctant to engage with, or criticize, the substan-
tive intellectual content of their students’ essays or exam 
answers; the emphasis on student evaluations has meant that 
university teachers are incentivized to ‘massage’ relations 
and affirm student identity, rather than uphold rigorous dis-
ciplinary standards (Means 2019). Seldom is a student told 
that what they claim to believe is wrong or untrue—or given 
a poor grade on that basis. The advent of the internet encour-
aged this style of writing as it became easier for students to 
find vaguely related sources and access examples of similar 
pastiche.

More recently, the possibility of placing sources and lec-
ture notes on e-learning or Learning Management System 
platforms, and especially the evolution of the technology 
to stream video, has encouraged administrators and some 
educators to think of education as fundamentally about the 
delivery of ‘content’, which can be provided remotely, or 
even asynchronously in order to provide flexibility (Watts 
2016). When lectures and tutorials are delivered online, stu-
dents have less opportunity to interact with academic staff: 
indeed, it is hard to see why lectures need to be written and 
delivered by staff employed by the university—or, in the 
coming Age of AI, by human beings at all.4

4  What computers still cannot do

Any assessment of the potential of AI to contribute to educa-
tion must begin with an accurate understanding of the nature 
of the outputs of AI. The most important reason to resist the 
use of AI in universities is that its outputs are fundamen-
tally bullshit—indeed, strictly speaking, they are meaning-
less bullshit.

4.1  AI‑generated output is bullshit

Harry Frankfurt famously defined bullshit as speech charac-
terized by a ‘lack of concern with truth, or an indifference 
to how things really are’ (Frankfurt 2002: 340; Frankfurt 
2005). Where most people tell the truth, and liars pay atten-
tion to the truth to shape their lies, the bullshitter is only 
interested in provoking a response from his/her audience 
and does not care whether what he/she says is true or not.

The outputs of Generative AI are—not to put too fine a 
point on it—bullshit in Frankfurt’s sense (Hicks et al. 2024; 
Sparrow et al. 2023). As we will argue further below, one 
reason why this is true is that GenAI systems do not care 
about the truth: insofar as they are unfeeling machines, 
they do not care about anything at all. However, another 
reason is that GenAI has no access to the world, and thus 
to truths about it, but only to things that human beings have 
said about the world, typically in the form of collections 
of text written online. Notoriously, not everything on the 
internet is true. Moreover, except in the rare case in which an 
AI has sensors, AI is unable to test what it ‘knows’ against 
the world. Instead, AIs ‘learn’ whether they should repeat a 
particular claim by seeing how human beings respond to it. 
That is to say, they are motivated by the desire to produce a 
particular reaction in their audience—to convince them of 
the soundness of their response—rather than by the desire to 
‘say’ something true (Hicks et al. 2024: 38). They are, then, 
fundamentally bullshitters.

Importantly, that the outputs of AI are bullshit does not 
necessarily mean that they are untrue nor even that they can-
not sometimes serve to justify beliefs. As Frankfurt puts 
it: ‘although [bullshit] is produced without concern for the 
truth, it need not be false’ (2005: 47). Just as a bullshit-
ter may—despite not caring about the truth—sometimes 
achieve his/her rhetorical goals by uttering only true claims, 
so too may AI sometimes, perhaps even mostly, produce 
outputs that reliably correspond with states of affairs in the 
world.

4.2  AI‑generated output is meaningless

One might have thought that the fact that AIs do not care 
about whether their outputs are true or not would already 
be sufficient to disqualify them from use in most educa-
tional settings. However, the problem with the outputs of 
AI is deeper still, for reasons that are yet to be widely rec-
ognized. To understand why, we need to take a brief detour 
into social epistemology—the science of how we come to 
have knowledge.

Descartes famously wondered whether he was justified in 
believing the evidence of his own senses (Descartes 2017). 
However, most of what we know comes from other peo-
ple. We are able to learn about things of which we have 
no personal experience—distant places, far off times, rare 
phenomena—because other people tell us about them, we 
believe them, and we are justified in believing them (Coady 
1992). That is to say, much of what we know we learn from 
the testimony of others.

Unfortunately, AI cannot testify: it cannot tell us anything 
(Sparrow and Flenady 2025). This is the case because tell-
ing someone something is an act, for which a person may 
be held responsible. If someone provides false testimony, 

4 For a discussion of concerns about how much teacher–student 
interaction is ‘enough’ in higher education, see Ellis and Romano 
(2008).
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or fails to exercise due epistemic care in the formation of 
beliefs that they then communicate to others, then we will 
typically criticize them for it. It is wrong to lie, to falsely 
claim knowledge, or to be cavalier about the truth. How-
ever, as is almost universally acknowledged, machines are 
not moral agents (Hakli and Mäkelä 2019; Johnson 2006; 
Sparrow 2021a; Véliz 2021). Being unable to act, computers 
cannot testify. They do not care about the truth and cannot 
be held responsible for the outputs they produce.

That computers cannot testify is obscured by the predom-
inance of empiricism, and a consequent focus on the role 
played by evidence, in our thinking about the justification of 
belief. Although most of what we learn from others we learn 
from their testimony, it is also possible to treat what other 
people say as evidence, which provides a different route to 
the justification of belief. Just as I can learn that it is raining 
outside by the fact that the people entering the building are 
carrying wet umbrellas, I can learn that it is raining by the 
fact that people are complaining about the rain to each other 
even when they are not telling me anything. Indeed, even if 
I know that someone is lying to me, I can form beliefs on 
the basis of what they say (Moran 2006: 292–293). Here 
testimony plays no role in the justification of belief.

As we noted above, despite being bullshit, the outputs of 
well-designed AIs may track, even if they are not motivated 
by a concern for, the truth. That is to say, they may serve as 
evidence in favor—or against—beliefs. If an AI has only 
ever told you that it is raining when it is raining, then the fact 
that it tells you that it is raining can serve as evidence of rain.

However, importantly, that machines are not moral agents 
has a further, and profound, implication for the proper under-
standing of the nature of their outputs and for the extent 
to which these can serve as justifications for belief. When 
someone tell us something, we interpret and evaluate their 
words in the context of the other things they say and do. If 
someone tells us that they just saw a crow and then mentions 
its beautiful song and light brown plumage, we may quickly 
realize that they do not know what a crow is and that they 
are talking about a nightingale. It is the connections between 
sentences—and between sentences and behavior—that gives 
words their meaning.

Philosopher Robert Brandom has developed this idea at 
length in his ‘inferentialist’ semantics. According to Bran-
dom—and we believe that he is right in this—the meanings 
of words are determined by their use and, in particular, by 
the inferences that they support (Brandom 1994). To apply 
a concept, then, is to legitimize and endorse a particular set 
of inferences that others might draw from one’s using it, and 
also to commit oneself to uttering certain other sentences—
and to acting in certain ways—in appropriate circumstances.

Brandom provides an illustration that is helpful here. 
He imagines a young child who walks into a room and 
announces confidently that the house is on fire. However, 

the child does not run, shows no fear, and, having made this 
announcement, begins playing with a teddy bear. In such 
a case, we would say that the child does not know what 
she is saying: she does not understand the concept of fire 
(Brandom 2002: 360). Saying ‘the house is on fire’—and 
meaning it—commits one to various other actions and dis-
positions, including the disposition, all other things being 
equal, to flee.

That inferences to action are included in the inferences 
that give concepts their content has profound implications 
for the epistemic status of the outputs of machines. As we 
observed above, machines cannot act, not being moral 
agents. This implies that (what appear to be) sentences pro-
duced by machines do not have conceptual content and are 
thus, strictly speaking, meaningless. The fact that AIs do not 
mean what they seem to say is obscured by the fact that their 
outputs often have the same form as sentences that would 
have content were they to be uttered by a human being. Like 
the Wizard of OZ, these machines appear clever to the extent 
that we do the work of granting them meaning by imagining 
that their outputs were the words of a human being.

As Generative AI becomes more sophisticated, and its 
output—superficially at least—more impressive, it can be 
hard to keep in mind that there is nothing behind the cur-
tain: there is no mind, no perspective on the world, and no 
commitment to the truth. If we are cautious, we can learn 
something from these outputs, which, as we observed above, 
might well track the claims that would be made by a human 
expert. A history of reliability can establish that the outputs 
of AI can serve as a justification for belief. However, insofar 
as the outputs of AI need to be endorsed, either explicitly or 
implicitly, by a human being before they deserve to be taken 
seriously, there are, as we discuss further below, important 
limits to the extent to which we can learn from AI (Sparrow 
and Flenady 2025).

5  Computers in social context

Perhaps the problematic status of the outputs of AI would 
matter less if we could confine the use of AI in education to 
roles where a reliable source of strings-of-text-that-would-
have-conceptual-content-were-they-uttered-by-a-human-
being might make a useful contribution. Enthusiasts for 
AI in education typically insist that AI should—and will—
only be used to enhance or supplement the vital work of 
human educators rather than to replace teachers or reduce 
the amount of contact that students have with human staff 
(Kasneci et al. 2023).5 The history of automation in other 

5 This is not to deny that the ‘dystopian extreme’ of the extant 
literature on AI and higher education includes those who fear the 
replacement of teachers (Bearman et  al. 2023). Selwyn (2019) is 
an important precursor to our argument here, insofar as it explicitly 
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contexts suggests that this is naïve. Computers, like other 
technologies, are shaped by the socio-economic contexts of 
their use, while at the same time shaping human behavior 
(Howcroft and Taylor 2023; Sparrow 2021b; Winner 1980), 
and thus there are important limits on the ways in which one 
might realistically anticipate that AI will be used.

5.1  Automation bias

One way that computers shape human behavior, which is 
highly relevant to the prospects of their success in educa-
tional contexts, is by encouraging human beings to rely upon 
them. Notoriously, users of computers often come to suffer 
from what is known as ‘automation bias’—an over-trust in 
the outputs of a computer (Skitka et al. 1999). In particular, 
users will often come to trust that a computer that works 
most of the time will work all of the time. This is especially 
the case for systems that are generally reliable, even if still 
fallible. In part, this is because the task of monitoring a com-
puter, or its outputs, is usually more psychologically—and 
often intellectually—demanding than performing the task 
oneself: people struggle to pay adequate attention to tempo-
rally extended sequences of events if they are not required to 
have regular and direct input into them (Cummings 2017). 
However, it is also because human beings suffer from a num-
ber of well-known biases when it comes to their ability to 
think about risk, such that we tend to overestimate the sali-
ence of experiences that are immediately available to us, 
such as when computers work, and underestimate the impact 
of low probability events, such as when the computer fails 
when it encounters some unusual set of conditions.

In educational contexts, this means that the idea that 
AI could perform tasks previously performed by human 
beings but that human beings could check them is naïve. 
If the grades or feedback provided by AI are usually accu-
rate, teachers will quickly stop reading the work of their 
students and/or checking the ‘reasoning’ of the computer. 
The task will effectively be handed over to AI completely, 
even though, for institutional and legal reasons, the human 
staff member is likely to be held responsible should anything 
go wrong.

5.2  Displacement of labor

Rather than—or, at least, as well as—reducing the amount 
of labor involved in the production of some good, histori-
cally, computers have tended to change the nature of the 
labor involved. That is, computers, in substituting for human 

beings in some part of a production process, create new and 
different tasks for human beings (Autor 2015; Rosenberg 
2013). We can see this in, for instance, the increase in the 
number of IT staff and ‘educational designers’ at universi-
ties, as well as the amount of time that teaching staff are 
required to spend creating websites, since the introduction 
of ‘learning management systems’ like Moodle and Black-
board. Tools that were supposed to be labor saving gener-
ated a surprising amount of work outside of the classroom. 
Similarly, as AI enters universities, we can expect that staff 
will need to spend time learning how to use AI, providing 
and curating data for AI, and checking the outputs of AI.6 
The time spent in these activities will not be spent in face-
to-face interaction with students.

5.3  The economics of automation

Of course, sometimes computers do eliminate certain forms 
of work, even if their tendency to reduce the overall amount 
of labor involved in the production—broadly conceived—
of goods is often exaggerated (Autor 2015). Machines will 
tend to displace humans from particular sorts of work as 
soon as it becomes cheaper to use a machine than to employ 
a human being (Brynjolfsson and McAfee 2014, 180–181; 
Frey and Osborne 2017). There is, therefore, a profound 
tension between the claim that machines can now—or will 
soon be able to—perform tasks that are currently performed 
by human teachers and the claim that AI will only be used 
to supplement—rather than replace—human educators.7 
We should recognize the argument about AI ‘helpers’ for 
what it is: a Trojan Horse to bring about full automation of 
education.

6  Why education resists automation

Unfortunately, contemporary enthusiasm for the use of AI in 
educational settings is not solely a product of naïvete about 
the nature of AI and about human–computer interaction: it 
is also a function of a shallow account of what education is 
and of how students learn (Biesta 2007). Understanding why 
education resists automation requires reminding ourselves 
of some hard truths about what makes for a good education 
(Biesta 2016a, 2016b).

6 Which is to say, the introduction of AI is also likely to increase the 
number of “bullshit jobs”, in Graeber (2018)’s sense, in education.
7 A full account of the economics of automation is beyond the scope 
of our discussion here. Our point is simply that “money talks”, in 
education as elsewhere, and thus that it is naïve to think that teachers 
will continue to be paid to perform tasks that machines can do more 
cheaply.

acknowledges that it is in fact possible for computers to replace 
teachers, but then argues that they ought not on normative grounds.

Footnote 5 (continued)
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6.1  Learning how

Educating students requires both inculcating them with a 
body of truths about the world, including facts about the his-
tory of particular disciplines, and teaching them skills essen-
tial to the disciplines they are studying and/or the profession 
to which they aspire. That is, it involves teaching ‘knowledge 
that’ and ‘knowledge how’ (Ryle 1945). Students, in turn, 
must ‘learn that’ and ‘learn how.’

To the extent that one is worried about students learning 
various facts, the philosophical concerns above may seem 
irrelevant. Who cares whether machines are committed 
to the truth or stand behind their words? What matters is 
whether their outputs are reliable. Students can memorize a 
list of a facts provided to them by a machine just as well as 
they can a list enumerated by a human being. Within cer-
tain limits, machines can identify when students have made 
errors in their work and remind them of the correct answers.

This is too swift. In various, albeit subtle, ways ‘learn-
ing that’ is parasitic on ‘learning how’ (Hetherington 
2006)—and there are important limits on the extent to which 
machines can teach ‘knowledge how’. One cannot learn how 
to ride a bicycle—or how to carry out surgery, or perform a 
titration, or to speak in public—from an AI. To learn practi-
cal, worldly, skills we need to watch closely as other people 
demonstrate them. More importantly, to develop skills, we 
need to practice them ourselves and receive feedback from 
other people who already possess them as we do so. Some-
times verbal advice or criticism will suffice; sometimes we 
need someone else to reposition our body or demonstrate 
correct technique alongside us (Kremer 2021). This is not 
to suggest that computers can make no contribution to learn-
ing how: it is, for instance, possible to learn some skills 
by watching videos, which presumably could be curated, 
or even generated, by AI.8 However, developing a skill still 
requires practicing it and there are real limits to what most 
people can learn without contact with experts in real life.

To learn the skills necessary to become a surgeon, a 
wildlife biologist, a chemical or mechanical engineer, then, 
requires that one practice these skills in the relevant real-
world contexts, and also receive guidance and feedback from 
people who are expert in these skills (Crawford 2009). Nor 
is it the case that the importance of learning how is confined 
to physical skills, or education in disciplines that require 
them. Even philosophy students must learn ‘how’: they must 
learn how to read philosophical texts, how to write, how to 
persuade a reader or an audience, how to construct an argu-
ment, and how to respond to objections. Indeed, thinking 

and learning—and the capacity to eventually take owner-
ship over one’s thinking and learning—are themselves both 
skills requiring concerted ‘training’ (Ryle 1967). We learn 
these skills by watching others demonstrate them, practic-
ing them ourselves, and then receiving feedback from others 
more expert in these skills than ourselves. Again, AI can 
make some contribution to providing relevant feedback on 
students’ performance at some tasks—for instance, Large 
Language Models are surprisingly good at offering sugges-
tions as to how one might improve a piece of writing—but 
cannot show students how they should overcome the intel-
lectual, motivational, and psychological challenges they face 
as individual human beings. What students might learn from 
a machine is how to be like a machine—but in fact human 
beings cannot perform tasks in the same way that AI per-
forms tasks.9

The case of writing—and the implications of the use of 
AI to write—is particularly instructive here. Generative AI 
systems write so well now that it is tempting to think that 
students no longer need to learn how to write themselves but 
only how to ‘prompt’ an AI system to express their thoughts. 
If one already knows the thought that one wants to express, 
it is possible to assess whether text generated by AI captures 
it correctly. However, this hope neglects that the process of 
writing is not—or not usually—a mechanical one, whereby 
we put on paper thoughts that we already possess. Rather, 
writing is often itself the means by which we discover what 
we think (Menary 2007). This is particularly the case in 
subjects like philosophy and law, wherein expressing a 
thought precisely is the sine qua non of the discipline. Only 
by choosing the right words, and constructing the right sen-
tence, can we work out what we mean to say—and thus what 
we think. The current generation of pundits pontificating 
about the educational potential of AI grew up having learned 
to write themselves. They can—sometimes—tell when AI-
generated output goes wrong and thus are inclined to believe 
that it is possible to use AI as a tool to write more quickly 
and effectively. However, a student who learns only how to 
prompt an AI, and not how to choose their words themselves, 
is unlikely to know precisely what they want to say—and 
thus whether the AI has expressed their own thoughts or 
put words into their mouths. Students who do not learn how 
to write, because they let AI write for them, will struggle to 
learn how to think.

Unless students learn key skills, they will struggle to 
absorb the body of knowledge associated with the subject 
that they are studying. Most of the ‘content’ that students 
learn, they learn outside of the classroom, from textbooks—
or now, depressingly, from watching YouTube videos—and 

9 Not least because, notoriously, we have surprisingly little 
understanding of how Generative AI systems work (Burrell 2016).

8 For a recent, and nuanced, discussion of the impact of an AI system 
on the extent to which students learned ‘how’ to provide feedback on 
each other’s work, see Darvishi et al. (2024).
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they need to learn how to interpret and assess this material 
in order to do so. Educational use of AI is highly likely to 
reduce the opportunities to learn how and thus, eventually, 
to learn that.

A popular vision of the future of the education has stu-
dents using GenAI to work more quickly and effectively 
(Khan 2024).10 To do so, though, given the tendency of AI 
systems to ‘hallucinate’ (Ji et al. 2023), students must be 
able to check the quality of the outputs of the AI in line 
with disciplinary standards (Bearman and Ajjawi 2023). As 
we have already observed, in the context of our discussion 
of automated grading, the phenomenon of automation bias 
calls into question the idea that such checking is likely to 
be effective. Our discussion here suggests a more profound 
problem with this approach: the more students are encour-
aged the use AI in the course of their education, the less 
likely they are to develop the skills and knowledge necessary 
to do so effectively.

6.2  Education and example

As we noted above, a previous generation of technologies—
the internet and streaming video—encouraged managers of 
(and in) universities to conceptualize teaching as the deliv-
ery of ‘content’, which in turn encouraged the idea that 
learning could occur remotely and asynchronously. Unfor-
tunately, this misses most of what goes on in the classroom 
(Biesta 2016a). We have already noted the role played by 
teaching how in teaching skills. However, equally impor-
tant is the example provided by teachers when it comes to 
demonstrating why someone might care about the material 
being taught.

A good teacher teaches a way of being-in-the-world. 
They show students what it is like to be animated by, and 
called to obedience to, the regulative ideals of an intel-
lectual, the academy, and of a particular discipline (Gaita 
2004: 283–330). Importantly, commitment to these ideals is 
a moral commitment—a commitment to honesty, to a certain 
form of selflessness, and to the norms of a community of 
seekers and knowers.11 This is one of the reasons why con-
tact with a good teacher can be so transformative. Students 
discover that someone they admire cares about the material 
they are studying and what it means in practice to care about 
it. They learn what it means to be a philosopher, a historian, 
a mathematician, a doctor, or an engineer—and are given 
the opportunity to imagine that they might become such a 

person. Bad teachers also teach their students something, 
albeit inadvertently: what it is to fall short of the standards 
internal to their discipline. Even if an AI were to perform 
perfectly when it came to the production of educational 
‘content’, it would not serve as an example to students. It 
could not teach students why they should care about, or how 
they should relate to, the material that they are studying.12 
The problems that AI needs to overcome to perform well in 
science, mathematics, history, or philosophy, etc., are not 
the challenges that students need to confront and overcome 
in order to learn and flourish as scientists, mathematicians, 
historians, or philosophers.

6.3  Education and others

Whenever, and wherever, AI is used in an educational set-
ting, a machine will be doing something that might other-
wise have been done by a human being. As we suggested 
above, whether advocates intend this or not, the economic 
imperatives informing enthusiasm for the educational use of 
AI tend towards a world in which students only interact with 
AI. This grim vision of the future of education neglects that 
education is social in ways that extend from the mundane to 
the profound.

One important thing that students gain from attending a 
university is an opportunity to meet new people, to encoun-
ter others who might challenge their own beliefs, and to 
make new friends. The relationships students establish on 
campus are a form of social capital. Classmates today are 
philosophical interlocutors, artistic collaborators, or busi-
ness partners tomorrow.

Students also learn social skills in the classroom. They 
learn how to speak in public, to frame an argument so it will 
convince an audience, and to offer, and to receive, criticism 
of the arguments and work of others. These are skills that 
they will need in the workforce as well as in the pursuit of 
knowledge. It is not possible to learn these skills except in 
relationships with other people.

In the course of practicing and learning these skills, stu-
dents also enter into the social world in a more profound 
way. They experience what Hegel termed ‘recognition’ 
[Anerkennung] (Hegel 2019). That is, they discover their 
own moral and political status, and their authority in rela-
tion to knowledge claims, through their relationships with 
others, who recognize them as having such. This recognition 
has a subjective and an objective component. Subjectively, 
students grow more confident, which allows them to assert 
themselves when they leave university and enter the work-
force. Objectively, students are acknowledged as a source 10 For the claim that this is future of work more generally, see 

Mollick (2024a).
11 Not every teacher—not even every great intellectual—
demonstrates these virtues but the pursuit of knowledge would 
proceed more haltingly, if at all, if they were not ideals to which 
members of the relevant communities aspire and mostly live up to.

12 For a survey of the findings of the existing empirical literature on 
the impact of AI on student engagement, see Lo et al. (2024).
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of claims to whom respect is owed: we express that respect 
when we provide reasons for the way we treat them. We 
enter the kingdom of ends and become citizens in a demo-
cratic polity by means of the recognition others grant us as 
ends in ourselves (Korsgaard 1996).

Finally, education is social because language, concepts, 
and knowledge are social. This in turn means that our mental 
life is fundamentally social. It is through conversation and 
exchange with other moral agents with ends and perspec-
tives different to our own that we learn what the language 
in which we express our thoughts and desires means—and 
thus what those thoughts and desires are.

Taking teachers out of the classroom, or—worse still—
taking students out of the classroom and putting them in 
front of computers, would be disastrous for education and for 
society and culture more generally. It will deprive students 
of social capital, as well as of many of the experiences that 
once made attending university so rewarding. In the absence 
of interactions with staff and other students, students will not 
learn social skills that are essential to intellectual inquiry 
and to participation in shared projects. A world in which 
‘content’ is generated, and essays and exams are marked, 
by AI would be a world in which no-one takes students, and 
what they think, seriously: if nobody takes my work seri-
ously, why should I do so? A world in which what is taught 
and learnt at universities is chosen or generated by AI would 
also be a world in which the expression and progress of 
human thought is outsourced to mindless machines.

7  Responses to objections

Inevitably, there are any number of objections that might 
be made to the argument we have sketched out above: if the 
reasons to resist the use of AI in education were obvious, the 
question of whether we should do so would not arise. In this 
section, we respond to four objections that, we acknowledge, 
are worth taking seriously.

7.1  Book learning

There is an obvious riposte to the line of argument we have 
been developing here, which points to the role played by 
another educational technology that was itself controversial 
in its time—the book! Our emphasis on the importance of 
learning how, on the role played by example of commitment 
to the truth and to the critical standards of the discipline, and 
on the fundamentally social process of education might be 
held to imply that it is impossible to gain an education by 
reading books.

The idea that we should restrict the use of books at uni-
versities is difficult to countenance. Nevertheless, it is worth 
pointing out that there are many things that one cannot learn 

from books. In particular, as we observed above, one can-
not learn ‘knowledge how’ from books alone. Nor can one 
learn what it is, in practice, to be someone who is commit-
ted to the pursuit of knowledge and to the critical standards 
internal to a particular discipline. To the extent that one can 
learn some of these things from books, it is because, in a 
well-written book, the persona of the author shines through.

This highlights a fundamental difference between books 
and AI: books have authors in a way that the outputs of AI 
do not. The authority of the text is derived from the expertise 
and moral standing of the author. We are justified in forming 
beliefs on the basis of what we read in books because the 
author stands behind the work: if the claims in a book are 
false, or morally pernicious, we rightly blame the person 
who wrote it (and sometimes the person who published it 
as well).

Trying to learn from an AI is like reading a book with-
out an author. At most, chatbots and other AI systems have 
designers. Designers do have some responsibility for the 
outputs of AI. Elon Musk’s ‘Borg’ is noticeably differ-
ent in tone and style than Microsoft’s Copilot or Google’s 
Gemini. Moreover, if the outputs of an AI play a role in 
bringing about bad consequences, the designer is one of the 
people who might plausibly be held responsible for these 
consequences. Nevertheless, the designers of AI do not—
and cannot—stand behind the words generated by AI in the 
same way that an author stands behind the words in a book. 
An author, after all, chooses his/her words. In an important 
sense, their words are their ‘own’. A designer of a Genera-
tive AI creates a machine that produces outputs that he or 
she may never see and perhaps could never have imagined.13

Students can learn from textbooks because books contain 
and express the thoughts of experts in the field. The authors 
of these books stand behind their words and the claims 
therein count as a form of testimony. As we have seen, the 
outputs of AI do not express anything at all. At most, they 
parrot the words of others: even when they do so accurately, 
their claims do not count as testimony and do not place us 
under the same obligation to take them seriously.

7.2  Access and equity

Much of the contemporary enthusiasm for the use of AI in 
education arguably derives from a techno-fetishism present 
in the broader culture, accompanied by the desire of uni-
versities and educators to be seen as ‘progressive’ and ‘on-
side’ with progress in science and engineering. More cyni-
cally, some administrators clearly see AI as a mechanism 

13 A previous generation of educational software that functioned 
like a ‘choose your own adventure book’ did allow the programmer/
designer to stand in the role of an author.
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for reducing staff numbers and cutting costs. However, there 
are at least two morally admirable reasons for enthusiasm 
for AI. Many people, especially in the global South but also 
in First Nations and other marginalized communities in the 
global North, are currently unable to access higher educa-
tion, either because of geography, or as a result of poverty, 
or both. Online classes enhanced with AI have the potential 
to radically expand access to education (Kasneci et al. 2023; 
Khan 2024).14 Systems that use machine learning are also 
well suited to identifying strengths and weaknesses in the 
performance of an individual student, or a group of students, 
and structuring an educational program to suit their learning 
needs (Escotet 2023; Fuchs 2023).

These are genuine virtues of AI. However, assessment of 
their implications must begin with acknowledging the force 
of the critique we developed above. AI is likely to greatly 
expand access to, and/or individually tailor, an education 
that is significantly worse than that which traditional edu-
cational institutions aspire to provide. Indeed, any educa-
tion provided by AI would lack key features of a traditional 
education, requiring students to teach themselves essential 
skills as well as to develop a love of their discipline in the 
absence of role models.15 Whether it is appropriate to offer 
those who are already socially and economically disadvan-
taged an inferior education because the alternative would be 
none at all is an open—and difficult—ethical question. That 
embracing AI will degrade the quality of education offered 
to those currently privileged enough to be able to access it 
also needs to be factored into this deliberation.

It is also worth noting that there are alternative ways 
to expand access to education that do not involve AI—for 
instance, making textbooks open access, investing in educa-
tion locally and/or correspondence courses—and that may 
in fact be more accessible to potential students in the global 
South, as well as to marginalized communities, including 
First Nations, in the global North, by virtue of not requiring 
students to have access to a computer, a reliable source of 
electricity, and the Internet. Given the historical failures of 
universities in the Global North to make education cheaper 
and more widely available via such low-tech methods, one 
might reasonably conclude that contemporary enthusi-
asm for the idea that AI will improve access to education 

represents the attraction of a technological fantasy where a 
solution to a political problem is required.

7.3  The future of work

Another objection to resisting the introduction of AI into 
educational settings points to the likelihood that students 
will need to be able to use AI effectively when they enter 
the workforce. If the sorts of jobs that graduates are likely to 
get will involve using AI, then it is important that they learn 
how to use it and also how to think critically about what AI 
can and cannot do (Al Naqbi et al. 2024; Mollick 2024b; 
Rudolph et al. 2023).

If one really believed that AI would revolutionize the 
nature of work, then you might have thought that it followed 
that universities should hold off changing what—and, more 
importantly, how—they teach until the nature of this revolu-
tion became clear. We suspect that, whatever the future of 
work, the core skills taught by the traditional university will 
remain relevant and valuable (Royer 2024)—and perhaps 
especially, if we may be forgiven for spruiking our own dis-
cipline, those taught in philosophy.

That said, we agree that it is important that students learn 
how to use AI and use it well. However, that AI is a tool 
that students will need to learn how to use, as well as a 
powerful technology that it is appropriate to study in, for 
instance, classes in philosophy of technology or the history 
and philosophy of science, does not establish that students 
should be taught by AI. Moreover, teaching students how 
to use AI is best thought of as akin to teaching them how to 
use a library catalog or to construct a bibliography—other 
important skills that are most appropriately taught in special-
ized study skills units rather than in the course of education 
in particular disciplines. In classes in philosophy, literature, 
sociology, etc., student should be studying the work of the 
key thinkers in each discipline, rather than wasting their time 
on the meaningless outputs of machines.

7.4  Actually existing universities

There is a final objection to our criticisms of the use of 
AI in education that accuses us, with some justification, 
of utopianism about what universities offered before the 
advent of AI. It has been many years since most Australian 
universities offered students an education that proceeded 
via talking at length in small groups after exposure to 
experts who were deeply committed to the truth and whose 
intellectual lives were governed by the standards internal to 

14 Although, as we acknowledge below, many in the global South, 
and some—for instance, members of First Nations and other 
marginalized communities—in the global North, still struggle to 
access online resources owing to a lack of the physical and digital 
infrastructure necessary to support this.
15 There are also well-known issues with cultural, gender, and racial 
bias in AI (Benjamin 2019; Campolo et  al. 2017; O’Neil 2016), 
which would loom all the larger were education to be made available 
to members of marginalized communities mostly in the form of AI 
tutors.
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their discipline—if they ever did.16 Moreover, even when it 
comes to the most passionate and engaged students, there 
are some things that they need to learn by rote or skills at 
which they need only an uninspired competence, such that 
it seems plausible that AI might teach these things. A more 
realistic account of the education being offered by actually 
existing institutions makes it more plausible to believe that 
AI could improve upon it.

It is worth observing that this is a prime example of the 
phenomenon to which we drew attention above, whereby 
people make it more possible to imagine automation suc-
ceeding in some task by lowering their standards. Never-
theless, there is truth in the charge that we want to hold AI 
to a standard that much contemporary education often fails 
to meet—and to reject AI on that basis. Where others are 
optimistic about AI because they are pessimistic about the 
future of education, we choose to be optimistic about what 
societies could achieve if they invested in education itself 
rather than AI.

8  Back to the future

The best thing that can be said about enthusiasm for the use 
of AI in education is that it provides an opportunity to think 
seriously about the significance of the outputs of AI and 
about how—and what—students learn at university. Unfor-
tunately, this is an opportunity that seems to be mostly being 
missed in the current moment.

Despite the impressive advances in Generative AI over 
recent years, the outputs of these systems are neither ori-
ented towards the truth nor connected to action in such a way 
as to have conceptual content. Employing AIs as teachers 
would undermine the authority of all teachers and of the 
body of established knowledge that they aim to impart to stu-
dents. Moreover, students must learn how in order to learn 
that, be exposed to the personal examples of their teachers 
in order to understand what it means to be committed to 
a discipline, and interact with other students and staff in 
order to realize themselves as moral agents and citizens. 
Machines offer little in service of these goals. To the extent 
that students will need to learn how to use AI, they should 
do so in units dedicated to this purpose rather than across 
the whole of their degrees.17

Rather than investing in AI, good universities will invest 
in (human) teachers and students. They will reduce class 

sizes and ensure that they are taught by people who are pas-
sionate about their field of expertise. Given the ease with 
students can now complete any task that they can submit 
online by using AI, those who want to assess what their 
students know, and can do, will need to spend more time 
talking with students and assessing them on that basis and 
also require more work to be completed under invigilated 
conditions. They will prize and reward students who can 
think for themselves rather than those who rely on machines 
to pretend to think for them.

Developments in AI pose profound philosophical, ethical, 
social, and political challenges to the way we live, work, and 
learn today. Confronting these will require lengthy and dif-
ficult democratic deliberation among an educated citizenry 
(Formosa et al. 2024; Sparrow 2020). It would be a perverse 
outcome, and a terrible shame, if, in their race to embrace 
AI, universities made this less, rather than more, likely.
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