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W
ith the develop-
ment of the Gen-
eral Atomics 
MQ-1  Predator, 
robotic weapons 

came of age. The operations of this 
Unmanned Aerial Vehicle (UAV) 
in Iraq, Afghanistan, Pakistan, and 
northern Africa in the last few years 
have given us a glimpse of the  future 
of high-tech war [6], [14], [24]. It 
is a future in which thousands of 
miles separate those fi ring weapons 
from those whom they kill, in which 
joystick jockeys have replaced pi-
lots and soldiers, and in which the 
 psychological barriers to killing are 
greatly reduced by the distance be-
tween weapon operators and their 
targets. Perhaps more importantly, 
it is a future in which wars are more 
likely, in which decisions about 
when weapons are fi red and who 
they are fi red at are increasingly 
in the hands of machines, and in 
which the public has little knowl-
edge of—or  control over—what is 
being done in its name. Finally, it is 
a future that is likely to come about 
not  because it represents a better, 
less destructive, way of fi ghting 
war but because the dynamics driv-
ing the development of unmanned 
weapon systems (UMS) are likely to 
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dictate that they be used more and 
more often. 

Now that we have had a glimpse 
of this future, it is time to be-
gin thinking about whether—and 
how—we might avoid it by adopting 
an arms control regime designed to 
limit the development and deploy-
ment of robotic  weapons.

Out of Harm’s Way
Arguments for arms control are 
most important when there is a real 
temptation to develop the weapons 
they concern. From a military per-
spective at least, the advantages of 
UMS are myriad. Remotely piloted 
systems may help keep some hu-
man beings “out of harm’s way” by 
distancing weapons operators from 
the theater of confl ict [31]. They 
also greatly reduce the “fog of war” 
by making possible real-time sur-
veillance of the battlespace, which 
in turn allows lethal force to be used 
in a more discriminating fashion. 

In suggesting that there may be 
reasons to consider arms control of 
UMS, I am in no way denying the 
military utility of these systems nor 
even that they offer some prospect 
of rendering some aspects of armed 
confl ict “more ethical.” However, 
the danger I wish to highlight here is 
that each nation’s unrestrained pur-
suit of these advantages may result 
in a situation in which every nation 
is worse off than they would have 
been if none had set off on this path. 

Psychological Distance
The fi rst and in some ways the most 
obvious reason for concern about 
the development of unmanned 
systems is the possibility that they 
will undercut warfi ghters’ respect 
for human life by facilitating “kill-
ing at a distance” [41]. It is now 

 possible for the operators of the 
 Predator to fl y an entire combat tour 
in Iraq or Afghanistan without ever 
leaving Nevada and to kill people 
they have only ever encountered as 
pixels on a computer screen. The 
geographic and psychological dis-
tance between the operators and 
those they target may make it sig-
nifi cantly easier for them to make 
the decision to kill [39]. However, 
the force of this objection to the 
development of robotic weapons 
is greatly mitigated when we con-
sider the nature of what the use of 
such weapons might replace. Shell-
ing from a battleship miles offshore 
or conducting area bombing from a 
B-52 hardly involves much contact 
with, or respect for, the individuals 
one is killing. Our willingness to 
tolerate these forms of warfare sug-
gests that concerns about “remote 
control killing” are not, in them-
selves, suffi cient justifi cation for 
arms control.

Increased Risk of War
A more powerful reason for con-
sidering arms control is the danger 
that the development of unmanned 
systems will dramatically reduce 
the threshold of confl ict and will 
increase the risk of accidental war.  

At the strategic level, the devel-
opment of robotic weapons may 
lower the political costs of going to 
war by promoting the illusion that 
war can be fought without casual-
ties [6], [16], [19]. It is clear that 
the possibility of removing Ameri-
can warfi ghters from the front line 
of combat is one of the main fac-
tors driving interest in UMS in 
the United States [7], [12], [16], 
[17], [18, p. 14], [23], [26], [31], 
[32], [34], [37]. In part, this goal 
refl ects the morally admirable de-

sire to save the lives of U.S. warf-
ighters. However, it is diffi cult to 
avoid the suspicion that the desire 
to minimize the risks to U.S. per-
sonnel also stems in part from a 
perception that the American pub-
lic has a low tolerance for casual-
ties, which negatively impacts on 
the ability of the United States to 
project force abroad [5], [15], [20, 
p. 79], [26, p. 77]. If it becomes 
possible to project military power 
and engage an enemy in combat 
using a force consisting mainly 
of UMS, governments may be 
much more willing to go to war [5, 
p. 26], [27], [28]. 

UMS will also lower the thresh-
old of confl ict at the strategic level 
by decreasing the amount of time 
available to nations to determine 
whether an attack is imminent, or 
even under way, and also how to 
respond if it is. 

Part of the U.S. military’s inter-
est in UMS, and especially UAVs 
and Unmanned Undersea Vehicles 
(UUVs), stems from the belief that 
it will eventually become possible 
to deploy unmanned systems for 
much longer periods and at a great-
er tempo of operations than manned 
systems [31]. By taking the human 
being out of the system, unmanned 
systems partially decouple the lim-
its of the system from the limits of 
its operators. UAVs can be smaller, 
faster, fl y higher (or lower), and 
conduct longer and more dangerous 
missions than manned systems [40]. 
For instance, because the operators 
of Predator and Global Hawk UAVs 
work in shifts, these systems are ca-
pable of near continuous operation 
and are limited only by the need to 
refuel and maintain the aircraft [10]. 
 Researchers in the United States 
are currently working on providing 
UAVs with the  capacity to undergo 
in-fl ight refueling [9], [21] in order 
to further increase the range and 
extend the period of operations of 
these systems. Similarly, it is hoped 
that UUVs will eventually be capa-
ble of missions in shallower waters 
than manned submersibles [13].

Robotic weapons may lower the 
political costs of going to war by 
promoting the illusion that war can 
be fought without casualties.
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The development of long-range 
UMS capable of extended operations 
may make it possible for some states 
to maintain a permanent armed pres-
ence just outside the airspace and 
territorial waters of their potential 
enemies, in the form of “loitering” 
UMS. These forces might be capable 
of carrying out a devastating attack 
in a fashion that would allow their 
target very little time to respond. If 
an attack is suspected or seems im-
minent, there is a brief window of 
opportunity between possible con-
tact and destruction available to de-
termine whether one is under attack 
by UMS. This places states under 
signifi cant pressure to mobilize their 
own forces, and increases the chance 
that war will occur in error. 

The widespread use of UMS 
may also increase the amount of 
contact between opposing forces 
during peacetime and so further 
multiply the opportunities for an 
accident or incident to escalate to 
confl ict. Thus one can envision 
that, in the future, not only will 
strategic rivals patrol the limits of 
each other’s territories with squad-
rons of UAVs, Unmanned Surface 
Vehicles (USVs), and UUVs ready 
to attack at a moment’s notice. 
But these systems may, in turn, 
be shadowed by further groups of 
systems poised to destroy them. In 
these circumstances, accidents or 
even mere uncertainty about the 
intentions of an enemy may trigger 
a full-scale confl ict. Placing robots 
in space is likely to greatly exacer-
bate these diffi culties [1].

The risk of accidental war trig-
gered by the activities of UMS is 
only likely to increase in the future 
because the logic of the develop-
ment of unmanned systems clearly 
points to their eventual deploy-
ment in “fully autonomous” mode. 
Despite the insistence of military 
spokespeople that autonomous ro-
bots will never be allowed to kill 
human beings [16], there are sig-
nifi cant reasons to doubt that this 
promise will be kept. The satellite 
links and other communications 

infrastructure necessary to oper-
ate UAVs remotely are an obvious 
weak point in the operations of 
these systems and are consequently 
a predictable target for the enemy’s 
countermeasures. Those systems 
that can continue to operate in the 
absence of these links have obvious 
military advantages. 

Indeed, systems that do not 
involve a human operator may 
 possess advantages even where 
the robustness of communica-
tions is not at issue. The limits of 
the human nervous system serve 
as a constraint on the capacities 
of manned systems. In a limited 
range of domains at least, comput-
ers are capable of assessing a situ-
ation and making a decision faster 
and more accurately than human 
beings [2, pp. 6–7]. As the technol-
ogy involved in robotic weapons 
improves, eventually we will reach 
a point where whenever a manned 
and an unmanned weapon system 
go into combat against each other, 
the odds will strongly favor the 
unmanned system [1], [5]. Once 
this point is reached, warring na-
tions will have to fi eld autono-
mous weapons systems or accept a 
 severe military disadvantage. This 
prospect also establishes a signifi -
cant incentive for advanced indus-
trial powers to work towards the 
development of systems capable of 
reliable combat operations in the 
absence of a human operator. 

Once autonomous weapons 
systems come into use then the 
decision about whether or not to 
open fi re in a particular situation 
will be in the hands of machines. 
The risk will then exist of an acci-
dental war being triggered by the 
decisions of one or more autono-
mous weapon systems.

UMS Arms Control
The implications of a weapons sys-
tem for the threshold of confl ict 
and/or the risk of accidental war 
are familiar grounds upon which 
to argue a case for arms control. I 
believe that they establish a strong 
case for arms control of robotic 
weapons. There are also addition-
al, less familiar, reasons to be con-
cerned about future developments 
in UMS. The advent of robotic 
weapons makes it signifi cantly 
easier for governments to avoid 
public scrutiny of their military 
adventures [16], [27], [28]. The  
use of robotic weapons is likely to 
greatly increase the likelihood and 
extent of asymmetric warfare. The 
prospect of autonomous weapon 
systems raises questions about the 
appropriate locus of responsibility 
for deaths caused by their opera-
tions [3], [11, p. 4], [25], [38] and 
the extent to which such systems 
will be capable of discriminating 
between legitimate and illegitimate 
targets according to the Law of 
Armed Confl ict [8], [35]. However, 
reasons of space prevent me from 
discussing these further here.

In order to try to avoid a reduc-
tion of the threshold of confl ict, to 
reduce the risk of accidental war, 
and to avert these other outcomes, 
I believe that it is time to consider 
development of an arms control 
regime to govern the deployment 
and development of robotic weap-
ons. The obvious place to start 
would be to negotiate restrictions 
on the range of these systems and 
the length of the missions they 
are capable of in order to reduce 
the likelihood of them being used 
in “loitering” roles. Alternatively, 
should this prove impossible (as 
noted above, the extended range 

Because the operators of Predator 
and Global Hawk UAVs work in 
shifts, these systems are capable of 
near continuous operation.
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and endurance of UMS are a 
 primary driver of military interest 
in these systems) the peacetime de-
ployment of armed UMS within a 
certain range of the sovereign ter-
ritories of other nations should be 
prohibited. At the very least, there 
should be a limit on the destruc-
tive capacity of the weapons car-
ried by long-range UMS in order 
to avoid reducing the threshold of 
confl ict by rendering nations too 
vulnerable to pre-emptive attacks 
by UMS. More controversially, I 
believe it would be sensible to try 
to work out some way to resist the 
drive to develop and deploy au-
tonomous weapon systems. The 
advent of these systems would 
raise so many diffi cult ethical 
and policy issues that we should 
approach the possibility with 
 extreme caution, if at all. Yet, as 
discussed above, the dynamics 
pushing towards the development 
and application of these systems 
are extremely powerful. If we are 
to have any choice in this matter at 
all, I believe that it is essential for 
roboticists, ethicists, and policy 
makers to begin thinking about 
this issue now [4], [36].

Control Will Be 
Difficult to Achieve
Preventing the development of 
autonomous weapons systems 
would require regulating research. 
Unfortunately, arms control of UMS 
research will not be easy to achieve. 
Many of the technologies involved 
in robotic weapons are “dual use.” 
Much of the research that goes on 
in computer science and engineer-
ing departments in universities, into 
how to play robot soccer, pattern 
recognition, or search-and- rescue 
robotics, has obvious military appli-

cations. Any plausible arms control 
regime intended to include research 
into UMS will need to be able to 
delineate a category of prohibited 
research (perhaps the integration 
of artifi cial intelligence and weap-
ons systems?) without capturing so 
much of the research that goes on in 
universities as to make compliance 
impossible. While this is obviously 
an extremely demanding require-
ment, it is worth observing that 
existing arms control regimes, for 
instance those governing chemical 
and biological weapons, confront 
and manage—to some extent at 
least—similar problems.

There is a further diffi culty in-
volved in monitoring the capaci-
ties of robotic weapons, which is 
arguably unique to this project. 
Unlike other weapons systems, 
the  capacities of an unmanned 
weapon system are likely to be as 
much a function of its software as 
its hardware. Two weapon systems 
with the same engines, hydraulics, 
armament, and sensors may have 
very different capacities depending 
upon their programming. 

Moreover, as long as they can 
develop an accurate simulation of 
the performance of the system’s 
hardware, it may be possible for 
engineers to continue research-
ing software for a weapons system 
without requiring any physical 
interface with the actual device. 
 Having developed and tested new 
software in simulation, they might 
then radically improve the perfor-
mance of the system simply by up-
dating its programming. Designing 
an effective arms control regime 
for unmanned systems will there-
fore involve profound challenges, 
as verifying the capacities of sys-
tems and/or preventing weapons 

testing will be extremely diffi cult. 
This danger itself may serve as an 
argument for instituting arms con-
trol in relation to robotic weapons 
sooner rather than later.

Motivation for Controls
In one important regard, it is 
 probably too early to expect these 
arguments for arms control to have 
much impact. The U.S. currently 
enjoys such an overwhelming su-
periority in arms and military 
technology—including robotic 
weapons—compared to any of its 
potential enemies that it has little 
incentive to enter into negotiations 
about the capacities of its weapon 
systems. However, this superior-
ity may well be challenged over 
the next two or three decades, es-
pecially in the area of unmanned 
systems, which may be easier to de-
velop and manufacture using com-
mercial off-the-shelf components 
than other weapon systems. China, 
for instance, has a vigorous UAV 
development program. Russia also 
has a signifi cant capacity to design, 
manufacture, and operate UAVs. It 
is also possible that the technology 
and experience required to manu-
facture and fi eld UMS will disperse 
as a result of the fl ourishing arms 
trade in systems manufactured by 
Britain, Israel, Europe, and other 
states. It would therefore be un-
wise to conclude that the U.S. will 
always maintain the commanding 
lead in the area of unmanned sys-
tems technology that it currently 
possesses. If another nation should 
become capable of fl ying a Preda-
tor-type UAV around the skies of 
North America or loitering a UUV 
in the waters offshore of the conti-
nental U.S., then the issues I have 
raised here will suddenly become 
as urgent for U.S. policy makers as 
they are likely to be for other na-
tions well before that time.

There is now a growing literature 
on the ethics of unmanned weapon 
systems. Much of this literature is 
critical, highlighting the many dif-
fi cult issues these systems—and 

Designing an effective arms 
control regime for unmanned 
systems will involve profound 
challenges.
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especially autonomous weapon 
systems—raise. However, most of 
these discussions settle for calling 
for more ethical debate rather than 
arms control. I hope that by explic-
itly making the case for arms control 
in this context I can encourage other 
participants in the debate to clarify 
whether they have the courage of 
their convictions. Without arms con-
trol of robotic weapons, the future I 
outlined at the outset of this piece 
seems inevitable. With a concerted 
effort to achieve arms control, there 
is perhaps a small chance that we 
will be able to overcome the military 
logic that would hand over the fi ght-
ing of war to robots in favor of the 
human need for peace and security.
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