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Abstract 

If people are inclined to attribute race to humanoid robots, as recent research suggests, 
then designers of social robots confront a difficult choice. Most existing social robots have 
white surfaces and are therefore, I suggest, likely to be perceived as White, exposing their 
designers to accusations of racism. However, manufacturing robots that would be perceived 
as Black, Brown, or Asian, risks representing people of these races as slaves, especially given 
the historical associations between robots and slaves at the very origins of the project of 
robotics. The only way engineers might avoid this ethical and political dilemma is to design 
and manufacture robots to which people will struggle to attribute race. Doing so, however, 
would require rethinking the relationship between robots and “the social” that sits at the 
heart of the project of social robotics. Discussion of the race politics of robots is also 
worthwhile because of the potential it holds to generate insights about the politics of 
artifacts, the relationship between culture and technology, and the responsibilities of 
engineers. 
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Robotics has a race problem 

Introduction 

Recent progress in robotics technology has once again led people to predict that robots will 

soon enter our homes in significant numbers and our lives on a daily basis. As people have 

begun to take this possibility seriously, they have started to wonder about what it would 

mean to live alongside of, and in relationship with, robots. How would this affect our 

relationships with each other? What choices will we need to confront as we design robots to 

interact with human beings? And what ethical issues will arise as we confront them 

(Dumouchel and Damiano 2017; Lin et al. 2012)? 

This paper makes a contribution to this larger project by highlighting a particular ethical and 

political dilemma that may arise when engineers build humanoid social robots of the sort 

that they hold will share our homes and workplaces in the future.1 The origins of the 

dilemma lie in the tendency people have to attribute various traits to robots based on their 

experience with humans and animals. If one of the things that people attribute to some 

robots is race, as recent research suggests, then designers of social robots confront a 

difficult choice. Most existing social robots have white surfaces and are therefore, I suggest, 

likely to be perceived as White, exposing their designers to accusations of––arguably mostly 

unintentional––racism.2 However, manufacturing robots that would be perceived as Black, 

Brown, or Asian,3 risks representing people of these races as slaves, especially given the 

historical associations between robots and slaves at the very origins of the project of 

robotics. The only way that I can see engineers might avoid this ethical and political 

dilemma is to design and manufacture robots to which people will struggle to attribute race. 

Doing so, however, would require rethinking the relationship between “the social” and 

robots that sits at the heart of the project of social robotics. Discussion of the race politics of 

robots is also worthwhile because of the potential it holds to generate insights about the 

politics of artifacts, the relationship between culture and technology, and the responsibility 

of engineers. 

The structure of my discussion is as follows. In Section I, I note the ways in which people are 

willing to attribute various traits to robots; I draw attention to recent evidence that suggests 
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that one of the traits they attribute is race; and I defend the idea that we might plausibly 

think of robots as “having race.” In Section II, I argue that, if robots have race, the vast 

majority of real social robots are White, and defend this claim against a number of 

objections. Section III explains why the race of robots should matter to engineers, both 

morally and pragmatically. In Section IV, I use the work of Louis Chude-Sokei (2016) to 

explore the reasons why the obvious response to the current racial homogeneity of social 

robots––that is, creating a more racially diverse range of social robots––is itself likely to be 

politically problematic. I also offer some brief thoughts about a possible way forward and 

the challenge this poses for the project of social robotics. At the conclusion of my treatment 

I draw out some of the implications of my discussion for Science and Technology Studies 

(STS) scholarship more generally.  

I. How robots have race 

When people interact with robots they have a strong tendency to anthropomorphize them 

(Ishiguro and Nishio 2018; Phillips et al. 2018; Reeves and Nass 1998). They adopt an 

“intentional stance” (Dennett 1987) and attribute desires and beliefs to robots (Krach et al. 

2008; Lee et al. 2005; Powers and Kiesler 2006). People’s expectations of, and behavior 

towards, robots are also shaped by their appearances (Bartneck et al. 2009; Haring et al. 

2016; Hegel et al. 2008), which suggests that we place robots in the same social and 

ontological schemas that we use to classify people and animals. Thus, for instance, people 

have different expectations of humanoid robots than they do of robots shaped like 

machines (Hegel et al. 2008; Kwak 2014) or animals (Lee et al. 2011), and can quickly 

identify a robot as being a robot dog or a robot cat or an android.4 Similarly, people are 

remarkably quick to attribute gender to robots, and their relationships with robots are 

shaped by whether they are interacting with a “male” or “female” robot (Bernotat et al. 

2017; Eyssel and Hegel 2012; Otterbacher and Talias 2017; Robertson 2018; Siegel et al. 

2009). 

Given these common responses to robots it is hardly surprising that recent research 

suggests that, as well as attributing gender and species to robots, people also attribute race 

to robots (Bartneck et al. 2018; Eyssel and Loughnan 2013). That is to say, people are willing 

to identify robots as being White or Black or Asian, and their judgments about these matters 
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demonstrate a high degree of inter-subjective reliability. More controversially, there is some 

evidence that people’s interactions with robots are shaped by the race of the robot whether 

they consciously identify it as having a race or not (Bartneck et al. 2018).5 

It might be objected that robots cannot have race because race is something that only 

human beings have. There is some truth in this claim.  There are aspects of race that robots 

are unlikely ever to possess. In particular, unless they become sentient, robots will not have 

the lived experience of racism, nor an individual life history that implicates them in a racial 

politics.6 

Nevertheless, there are a number of reasons to believe robots do have race. 

To begin with, note that language is always (more obviously) metaphoric when people are 

talking about robots. Do robots have arms, legs, and heads? Do they have faces? They do 

not, after all, have these things like we do. Their heads are usually plastic and may be of any 

shape; their legs are metal instead of flesh and blood. Yet people have no trouble at all, if 

asked to do so, in pointing to a robot’s head or legs. Even engineers and roboticists who are 

all-too-aware of the differences between robots and people are quite comfortable in talking 

about the legs of the robot. Indeed, the development and cultural currency of robots has 

arguably expanded our sense of what counts as a leg so that a robot “leg” really is, now, a 

leg. At the very least, robots have race in this sense: People can identify what race a robot 

is, and their responses to the robot are shaped by what it is that they identify (Bartneck et 

al. 2018; Eyssel and Loughnan 2013). If this race is only metaphoric (“race”), it is no more or 

less so than the rest of the anthropomorphic concepts that we routinely apply to robots. 

Moreover, according to an influential account of the nature of race, the relationships that 

people have with robots may be sufficient to establish that some robots genuinely do have 

race. “Social constructionist” scholarship about race insists that there is ultimately nothing 

more to race than the way people respond to each other (Appiah 1996; Zack 2002, 87-88). 

Race is neither ancestry, skin color, ethnicity, nor culture (Templeton 2013). The social 

categories of race do not correspond with the patterns of statistical associations between 

people descended from ancestors from particular geographic regions that researchers can 

detect at the level of genetics (Knowles 2010, 31; Smedley and Smedley 2005, 22; 

Templeton 2013). Indeed, there is nothing that all members of a race share with each other 
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except the fact that they are all treated as being members of that race. Instead, race is a 

matter of identification with a particular group of persons and of being identified as a 

member of that group (Denton and Deane 2010). Recognizing a person’s race is to apply a 

social framing and to mentally––and sometimes socially––place them in a relationship with 

other people (Root 2000). For instance, Blacks are associated with each other and 

contrasted with Whites; Whites are thought to share something in common that is not 

shared by Blacks or Asians, et cetera. These identifications and beliefs in turn are sufficient 

to generate the other social regularities that further constitute race (Knowles 2010, 30-33; 

Root 2000; Smedley and Smedley 2005). Thus, as a result of being identified as Black, those 

individuals who are so identified may come to have distinctive experiences which, in turn, 

cause them to have more in common with each other and to respond in particular ways that 

become associated with that identification. 

On this account of the nature of race, then, race is always a function of representation: It 

exists at the level of meaning or signification rather than biology.7 If people did not 

recognize race in each other, race would cease to exist.8 Conversely, race exists wherever 

people recognize it. This means that if people attribute race to robots and respond to them 

as if they have race then robots really do have race. Knowing the race of the robot––how 

people locate it within the local schema of racial categories––will help predict how people 

respond to it in various contexts in which race is salient. As I argue further below, this 

means that in some contexts the race of the robot might turn out to be very important. 

II. Robotics has a race problem 

The fact that (some) robots might have race is not in and of itself a problem, although as I 

will argue further below, the historical legacy of racism means that any representation of 

race by a robot is potentially problematic. What is clearly a problem, however, is the fact 

that a large majority of humanoid robots are white in color and therefore arguably White, as 

can be demonstrated by reference to the “anthropomorphic robots database” (Phillips et al. 

2018).9 This database contains images of robots from research laboratories around the 

world today and ranks them according to their “human-likeness” score. Eliminating the 

most obviously non-humanoid robots, by excluding robots with a human likeness score of 

24 (out of 100) or below, generates, at the time of writing, a sample of 125 humanoid 
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robots. Of these, 61 have surfaces that are entirely white, 21 are almost entirely white, with 

a small splash of another color, eight are mostly white but a significant portion of their 

surface is another color, sixteen are predominantly silver, fourteen are predominantly blue, 

red, green, yellow, or another bright color, two are predominantly grey, and only three have 

predominantly black or brown surfaces. Of this sample, then, between 66% and 72% seem 

likely to be racially coded as White.10  Moreover, because most of these robots are research 

robots––rather than robots that are commercially available––these figures significantly 

underestimate the percentage of those robots that are actually manufactured that are 

white. Both of the most popular commercially available humanoid social robots are white: 

Pepper is white and Nao is white.11 If people encounter a humanoid social robot in their 

daily lives, then, it will almost always be white. 

There are a number of exceptions to the rule that robots are racially coded as White, which 

only serve to prove it. 

First, there are a small number of widely publicized robots, the appearance of which is 

modeled on that of particular individuals who are themselves non-White. For instance, 

Professor Hiroshi Ishiguro is famous for having built realistic looking animatronic “robots” in 

the image of himself and also his wife (Guizzo 2010). These robots have the same Asian 

appearance as Prof Ishiguro and his spouse. Similarly, Martine Rothblatt and Hanson 

Robotics collaborated to design and manufacture an animatronic talking head, modeled on 

Martine Rothblatt’s wife, Bina Rothblatt, which they call Bina48 (Harmon 2010). Because 

Bina Rothblatt is African-American, Bina 48 appears Black. In these cases the representation 

of race by the robot plays a crucial role in establishing that it represents the desired 

individual. 

Second, there are robots that have been developed for purposes of mobilizing national 

pride in the developer’s nation’s scientific and technological prowess and/or specifically to 

cater to local cultural mores. For instance, researchers at the Interactive Robots and Media 

Laboratory at United Arab Emirates University built what they advertised as the “first 

humanoid robot which actually can perform Arabic dialogue," (Gonn 2009) which they 

named Ibn Sina, after an 11th Century Muslim philosopher (Riek et al. 2010). A news story 

about this robot includes video footage in which the robot appears with olive skin and a 
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long grey beard and is wearing a turban (Gonn 2009). Here the robot has been racialized to 

be non-White in order to convey a national or regional identity. Its race allows it to serve as 

a symbol of national scientific prowess and technical ingenuity, as well as reassure a local 

audience that robots need not necessarily be a foreign and “Western” technology. 

Finally, there is at least one instance of a robot being designed and promoted as an explicit 

racist caricature. In 1930, in the United States, Westinghouse Electric and Manufacturing Co 

manufactured and promoted what they called the “Rastus robot” (Johnson 2016). This 

machine had black rubberized skin and Negroid features and was displayed and publicized in 

a number of contexts that made it clear that the robot was a grotesque figure intended to 

play the role of a Black slave or servant. Indeed, Simone Browne has argued that the 

ideological function of the Rastus robot was in fact to convince White manufacturing 

workers that they would maintain their racial privilege even in a world in which robots 

started to threaten their jobs (Browne 2017). Rastus could serve in this role because “he” 

was very clearly a Black robot. 

These non-White robots suggest that the vast majority of contemporary humanoid robots 

are White in two ways. First, they make it clear that it is possible for robots to have race and 

that the race of a robot can be altered by changing a few surface features of the robot, such 

as its “skin” and “hair.” If these robots succeed in having race, then so does the mainstream 

of white robots. Second, the fact that these examples stand out, and that it is necessary to 

alter the appearance of robots in order to establish them as being non-White, shows that 

the “default” race of humanoid robots today is indeed White.12 

It might be objected that the white plastic surfaces that are typical of contemporary robots 

fail to establish that they are White. The predominant social imaginary of the future, 

established in science fiction (especially film) but also in advertising, is characterized by 

gleaming metallic and white plastic surfaces (Bernardi 1998, 71-76; Banham 2010, 166; 

Conekin 2010, 146-149). We fantasize that the future will be new, clean, and sparkling, and 

in images of the future the absence of dirt or wear is highlighted by the white and silver 

surfaces of the objects therein. It might therefore be argued that the reason why designers 

provide their robots with white (and silver) surfaces, then, is not in order to establish that 
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they are White but rather in order to invoke this imaginary and establish that they represent 

the future. 

However, the intentions of designers are not determinative when it comes to the question 

of whether robots have race: people may attribute race to robots that were designed by 

people who never thought of them as having race. If they do––and, as we have seen, there 

is evidence that they do––this will mean that robots do have race regardless of the 

intentions of their designers. 

Moreover, to object that robots cannot be White because they do not have realistic skin 

color, is to misunderstand the nature of Whiteness, which is only incidentally about the 

color of “White” people’s skin (Mills 1997, 127; Painter 2010, ix).13 White skin is not, after 

all, white; at most it is closer to white than the skin of individuals identified with other races 

(Painter 2010, 394). Indeed, there is a sense in which, unlike individuals of other races, 

White people are not thought of as having color. Instead, in the classical European 

understanding of race, White bodies are the defaults, the “original” or paradigm human 

bodies, variations on which produce bodies that do have race (Dyer 1997, 1-4). Other races 

are “colored,” then, but to be white is not to be defined by the color of one’s skin but rather 

by reference to the imaginary possession of a range of virtues and properties that are 

associated with Whiteness, such as purity, strength, and self-reliance (Roediger 2005, 63-65, 

70-78; Dyer 1997). Moreover, as critics––as well as the advocates and authors of the 

alternative science fiction aesthetic, Afrofuturism––have highlighted, these ideas about 

Whiteness have played a crucial role in shaping the traditional science fiction aesthetic, 

which itself then reflects and reinforces them (Bernardi 1998, 75-80, 102-104; Davis 1983; 

Dinerstein 2006, 578-581; Nama 2009, 156, 159, 164; Womack 2013, 5-7). The social 

contamination––the “dirt,” if you will––that the aesthetic denies is in part the presence of 

people of color (Bernardi 1998, 75-76, 86-89; Dyer 1997, 65-66, 75-76).14 Thus, in fact, the 

glossy pure white surfaces of robots are more effective in signaling the Whiteness of robots 

than providing them with a more naturalistic skin tone. We might even say that robots are 

more White than White people. 
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Because Whiteness does not require whiteness, it is possible that even robots with silver 

and gold surfaces are White. This is an empirical matter and it will depend upon what race, 

if any, people are inclined to assign to such robots.  

One possibility is that silver or gold anthropomorphic machines may acquire race by virtue 

of their morphology, accents, behavior, or social roles. Robots with stereotypically racialized 

facial features (or “hair”) may be assigned race on the basis of these features even where 

the color of their surfaces makes the assignation incongruous. In some contexts, a manner 

of speaking and/or an accent can communicate and imply race (Anderson 2007; Lippi-Green 

2012, 182; Rakić et al. 2011). Finally, in societies where particular occupations or social roles 

tend to be performed by persons of particular races, people may respond to the role of the 

robot as a racial cue and attribute race accordingly (Freeman et al. 2011). Robots that do 

not initially appear white may nevertheless come to be understood as White as a result of 

any of these processes.  

However, it is also possible that silver or gold robots are racially coded White by virtue of 

the chain of imaginary associations mentioned above, or simply because the alternatives of 

assigning them to another race or suspending our ingrained habits of assigning race to 

people are more incongruous and cognitively demanding than acknowledging them to be 

White. 

Nevertheless, it is possible that people will not identify robots with silver or gold surfaces as 

White or respond to them as if they are White. Moreover, it seems almost certain that some 

robots will fail to have race. People do not typically attribute race to animals, for instance, 

or to their toasters or washing machines. Social robots that do not look like human beings or 

invoke the same sets of social categories that we use in relating to human beings in our 

responses to them are unlikely to have race attributed to them. 

It is important to understand, therefore, that in claiming that some robots might have race I 

am making an empirical claim about how people respond to humanoid social robots (as well 

as a socio-theoretic claim about how we should interpret their responses) rather than a 

claim that robots necessarily have race. However, it is equally important to understand that 

I am not allowing that those robots that do have race do not really have race or that the 

race of robots is only “in people’s heads.” I want to insist that when a robot has race, its 
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race is a real feature with causal powers. In particular, any social robot that learns from 

experience is likely to internalize the racial concepts that people use in their interactions 

with the robot. Just as, in societies where race matters, children “learn race” as they grow 

up (Feagin and Van Ausdale 2001), so too will learning robots come to possess racial 

identities through their history of social interactions if people attribute race to them. If we 

imagine two otherwise identical robots, then, one white and one black, in a society divided 

into Blacks and Whites, and people understand the robots to have race, then we should 

anticipate that they might eventually behave quite differently. In this way, people perceiving 

robots to have race will generate real differences in the behavior of the robots as social 

agents. Nor is it necessary in order for a robot to have race that every person who 

encounters it recognizes it as doing so. Rather, robots have race when the majority of 

people who encounter them respond to them in accordance with a racial schema.15 Like 

people, then, robots may have race even when particular people do not recognize it.  

III. Why the race of robots matters 

One reason I have described the overwhelmingly White racial coding of social robots as a 

race problem relates to a traditional concern about a lack of diversity in the media. When 

members of a minority community do not see themselves represented in the media, or 

when those representations that do exist are negative, both racial equality and social 

solidarity are undermined (Whitehouse 2009). Insofar as a lack of diversity of 

representations either reflects a morally pernicious blindness to the presence of diversity in 

the community or the deliberate choice not to include representations of members of racial 

minorities, it is also hard not to think that the failure to acknowledge racial diversity in the 

media is itself reflective––as well as an expression––of racism.  

Thus, an important reason why engineers should become more conscious of the race of the 

robots they build is to avoid accusations of racism of this sort. Note that while producing a 

more racially diverse range of robots might be a necessary step to avoid accusations of 

racism, it will not be sufficient: designers will also need to be sensitive to the ways in which 

placing robots of particular colors in particular roles is likely to be received. If educational 

robots are always White, but the shoeshine robots are always Black and the robot butlers 
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always Brown, this will reinforce pernicious racial narratives. Engineers have, I strongly 

believe, a moral obligation to avoid and resist such stereotypes. 

However, there is another, pragmatic, reason why the designers of social robots should be 

thinking more about race. In societies that are deeply structured by race, as is the United 

States today, race affects how people communicate (Bell and Johnson 1997; Rickford and 

McNair-Knox 1994; Rickford and Rickford 2000), how much they trust each other (Smith 

2010; Stanley et al. 2011), and how they treat each other (Dasgupta 2004; Fiske 1998; Rooth 

2010). If, as I have argued, robots have race, the same thing will be true for interactions 

between people and robots. If the designers of social robots wish to facilitate certain sorts 

of responses to, or engagements with, their robots, then, they will need to take these 

dynamics into account. For instance, because both the amount of time people spend 

communicating and their satisfaction with that communication is partially determined by 

racial dynamics (Cooper et al. 2003; Johnson et al. 2004), wherever it is important that 

people trust a robot––which includes, especially, healthcare and educational settings––

designers will need to consider the possibility that they will need robots of different races in 

different contexts. The more the sorts of social interactions for which the robot is designed 

are structured by race the more the race of robots will matter. If we imagine robots taking 

on roles in law enforcement in the United States, for example, then the race of the robots is 

likely to matter a lot. African-Americans may be less willing to trust a White robot and 

sending a White robot to police a Black neighborhood may be seen as provocative. Unless 

the designers of social robots pay attention to the race politics of their robots, there is a risk 

that their robots will fail badly in many applications. 

IV. Robotics has an ethical problem 

I have argued that humanoid social robots are likely to represent people of different races, 

typically White people. My purpose in doing so thus far has been to emphasize the way in 

which social robots may have race. However, the fact that such robots also represent people 

also turns out to be important in this context. By and large humanoid robots will be 

designed to be valuable to people by serving them in various ways. Robots will respond to 

human requests and will do what people tell them to do. That is to say, robots will 

essentially be slaves (Bryson 2010) and will, therefore, represent people as slaves. Indeed, 
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the idea that robots are mechanical versions of human slaves is present from the very 

beginning of robotics: the word “robot” itself is derived from the Czech word “robota,” 

meaning worker or slave. 

There is, I think, a real question about the ethics of representing people as slaves.16 One 

possibility is that this will affect our behavior towards other people so that we are more 

inclined to treat them as slaves.17 It is also plausible that representing people as slaves 

expresses a morally problematic disrespect for them regardless of whether or not it shapes 

our behavior towards each other. Unfortunately, I do not have the space to make either of 

these arguments at length here.18 

Yet representing Black or Brown people as slaves is clearly especially morally problematic 

given the history of slavery in the United States and elsewhere. This means that efforts to 

introduce racial diversity into the range of social robots are going to confront a difficult 

problem. Social robots will be unrepresentative of the broader community and risk further 

exacerbating existing racism in the ways discussed above unless designers take steps to 

increase the diversity in the surface colors and (perhaps) facial structures of the robots. 

However, if they do manufacture robots that look Black or Brown, then these robots will 

represent Black slaves or Brown servants, with all the troubling historical resonances that go 

along with that. 

This dilemma is exacerbated by a further subtlety of the cultural politics of robots. In my 

account of the semiotics of the traditional science fiction aesthetic I emphasized how the 

color scheme associated with the future works to deny the presence, in the future, of 

people of color. However, there is another way in which racism has shaped the European 

vision of the future, especially in relation to robots. As Louis Chude-Sokei has emphasized, 

the fact that, from the very beginning of their history, robots have been thought of as 

mechanical slaves means that the history of slavery as well as assumptions about slavery 

have played a role in shaping our understanding of robots (Chude-Sokei 2016, 85-128). 

Robots were supposed to have the same sets of “virtues” (hard-working, obedient, servile) 

as slaves and perform the same sets of tasks. Representations of robots in film and 

literature have almost always functioned to express or work through social anxieties about 

either the institution of slavery or the end of the White privilege that it sustained (Morrell 
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2015). Thus, while the white surfaces of contemporary social robots suggest that people will 

be inclined to perceive them as White, the idea that they are in fact Black or Brown is, as a 

result of this history, all-too-readily available.19 

Social robotics therefore faces a difficult ethical as well as a political dilemma when it comes 

to the question of the race of humanoid robots. The status quo, in which these robots are 

almost universally racially coded as White, is indefensible. Yet the obvious response to the 

current racial homogeneity of social robots––creating a more racially diverse range of social 

robots––is itself likely to be morally problematic insofar as it will involve reproducing and 

reinforcing traditional racist ideas about race and servitude. 

The only way around this dilemma that I can see would be to try to design robots to which 

people do not attribute race. One option would be to make social robots blue or green or 

some other combination of colors that makes it difficult for people assign race to them. 

Further research on why, and in what circumstances, people are inclined to attribute race to 

robots will be necessary to be confident that this option is available (Bartneck et al. 2018; 

Sparrow 2019). It is possible, for instance, that the cultural presuppositions identified by 

Chude-Sokei mean that any non-white humanoid robot in a service role, no matter what its 

color, is effectively racially coded as Black or Brown. 

Another option would be to make social robots that were not remotely humanoid, again in 

the hope that people will not attribute race to them. There is a long-standing and influential 

tradition of thought in robotics that holds that the best way to make robots “social” is to 

build humanoid robots (Breazeal 2003, 119-124; Duffy 2003, 177; Hegel et al. 2208; Kwak 

2014; Phillips et al. 2018). If robots are to assist us in our daily lives, they will need to be able 

to navigate and to fit into homes and workplaces, which are designed for the human form. 

The human tendency to anthropomorphize robots means that humanoid robots are able to 

make use of non-verbal cues to communicate more effectively than robots that look more 

obviously like machines and to elicit human emotions to help shape social interactions. 

However, my discussion suggests that in order to avoid the complex politics of the social 

category of race impacting negatively on the performance of robots in social interactions, it 

may be necessary to build machines that foreground the fact that they are not human.20  
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More generally, the dialectic explored above highlights the fact that social meanings with 

which social robots and their designers must engage will not always work to the advantage 

of either. In particular, the existence of widespread sexism and racism in many of the 

societies in which robots will be operating is likely to have profound implications for both 

the effectiveness of particular sorts of robots in particular roles and the ethics of their 

design. Engineers need to be thinking more about these matters now to reduce the risk that 

the machines they build will embed the social injustices of today in the years to come. 

V. Robots, race, and STS 

My main purpose in this essay has been to draw attention to the ethical and political 

dilemma posed by the possibility that robots have race. However, I believe that discussions 

about the race politics of robots also have significant potential to shed light on, and 

generate new insights in, long-standing controversies in STS scholarship.  

For instance, how the design and function of humanoid robots seems to be in a relationship 

with the history of slavery is a particularly striking example of the sense in which artifacts 

“have politics” (Winner 1980). The fact that humanoid robots refer to, and represent, 

human beings means that their design as machines intended to serve refers to the idea of 

human slaves. It is the real-world history of slavery and race relations that gives them the 

particular politics they have today but it’s difficult to see how there could be any world in 

which humanoid robots would not raise ethical and political questions about slavery.  The 

complex interaction between design, function, and history in determining the politics of 

robots makes them a productive site to investigate questions about the politics of 

technology more generally. 

Similarly, robots represent an under-utilized opportunity to further interrogate the role 

played by literature, film, and television in shaping technologies and their reception. While 

there has already been some research done on both the cultural politics of gender in 

robotics (Robertson 2018) and the intersection of ideas about race and technology in robots 

(Chude-Sokei 2016; Hampton 2015; Kakoudaki 2014), more work remains to be done to 

draw out the lessons of this research for the larger debate about how the arts shape 

technology (and vice versa). In particular, are there general lessons that might be learned 
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about when and how the cultural coding of a technology may generate ethical dilemmas for 

designers? 

Finally, the ethical and political dilemma arising the race politics of robots raises questions 

about the responsibilities of scientists and engineers (Jasanoff 2016). As noted above, 

robots may effectively “have race” even when engineers have never thought about the 

matter. Indeed, people may attribute race to robots against the intentions of engineers. 

When the question of the responsibility of engineers arises, usually at issue is their 

responsibility for the uses of the technologies they design. However, in this case a question 

also arises about the responsibility of designers for the meanings that are attributed to the 

technologies that they design. Engineers face a dilemma similar to that faced by authors and 

artists regarding the reception of their work: to what extent are they responsible for the 

way other people interpret it? This question becomes more and more important for 

engineers in a political climate where the politics of speech and the ethics of representation 

are increasingly harmful and contested and new technologies are increasing oriented 

towards “the social.”  
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1 In other work I have investigated the ethics of the design of robots for aged care (Sparrow, 2016; Sparrow 

and Sparrow, 2006), robot pets (Sparrow, 2002), and sex robots (Sparrow, 2017). 
2 There are a number of other grounds for concern about the racial politics of robots that are beyond the 

scope of my discussion here. In particular, critics have worried about the lack of diversity in the community 

that is designing and programming robots and computers. The profession of engineering is notoriously male 

dominated and also has a significant problem with racial diversity. We might well worry that the technologies 
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that are widely predicted to play a crucial role in shaping future social relations are being developed by such an 

unrepresentative group (Crawford 2016). Alternatively, critics have highlighted the importance of diversity (or 

the lack thereof) in the datasets used to train the algorithms and neural nets that will play an increasingly 

crucial role in the operations of robots (Howard and Borenstein 2018). Importantly, where these datasets have 

racial and/or gender biases the systems they inform may generate racist and/or sexist results (O’Neill 2016). 
3 Here and elsewhere in the text I use capitalised terms (“White,” “Black,” etc.) to refer to races and/or racial 

identities and lowercase terms (“white,” “black,” etc.) to refer to colors. One of the difficulties in writing about 

race is that the terms used to discuss race in any given context are themselves the products of, and inflected 

by, racism. My use of the terms White, Black, Brown, and Asian to refer to racial identifications should in no 

way be read to imply that I believe that these are biological categories. 
4 Notoriously, people often expect humanoid robots to be capable of carrying out a conversation and are 

disappointed when they cannot (Ishiguro and Nishio 2018, 25). 
5 The experiments carried out by Bartneck et al. (2018) ’s suggested that people were responding to the 

surface colors of robots in ways that implied that they were attributing race to the robots without being 

consciously aware of this fact. 
6 The issues that might be raised by the development of sentient robots are beyond the scope of this paper. 

However, let me observe that it seems unlikely that sentient robots would experience racism in the same way 

that people do and therefore that they would evince race in the same way that people do. Equally well, 

though, in so far as people responded to sentient robots as if they had race, their interactions with people 

would still be racially inflected, which, for reasons discussed below, might well lead such robots to become 

aware of their own place in the local racial schema and shape their behaviour accordingly. 
7 Social constructionist accounts of gender (Butler 1990; Haslanger 2012) and of disability (Garland-Thomson 

2017; Tremain 2001; Wendell 1996) have also contributed to our understanding of identity. 
8 This is not to suggest that all it would take to eliminate race is a collective act of will. As noted above, because 

of the history of racial identifications there are now real material differences in the social circumstances of 

people of different races, which would persist even if everyone were suddenly to become genuinely race blind. 

Nevertheless, the origins of these differences lie in the social recognition of race rather than any purported 

biological or metaphysical racial “essences” (Root 2000). 
9 See also: von der Pütten and Krämer (2012). A less formal, but no less compelling, measure of the colour of 

robots can be achieved by performing a Google Image search for “humanoid robot” or “android”: such a 

search returns page after page of images of white robots. 
10 Because I’m interested in the design choices of engineers and the surface colours of robots, these 

descriptions neglect the colour of a robot’s actuators, which are often grey or black, except where these are so 

prominent as to clearly controvert the account of the colour of the robot provided here. It is also worth noting 

that several of the silver or brightly coloured robots have faces that are white. Five of the robots with white 

skin tones have facial features and/or hair that make it plausible to believe that they should be understood as 

Asian. 
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11 See: https://www.softbankrobotics.com/emea/en/pepper; 

https://www.softbankrobotics.com/emea/en/nao. Remarkably, for all of the press about humanoid social 

robots, these are, to my knowledge, the only two humanoid social robots capable of reasonably sophisticated 

social interactions that have been sold in any number to anyone other than robotics researchers. 
12 Although, as Louis Chude-Sokei (2016) has argued, and I will discuss below, the historical race politics of 

robots is significantly more complex than I allow here. In particular, the history of cultural representations of 

robots in film and literature means that, despite the gleaming white surfaces of contemporary robots, their 

Whiteness is somewhat precarious. Nevertheless, the (admittedly limited) empirical evidence we have 

suggests that people do identify contemporary white robots as White.  
13 This is not to deny that, once race categories exist, skin colour may be relevant to their application. 

However, the nature and content of these categories is not determined by the reflective properties of skin: 

neither can the question of whether a particular individual is White be settled simply by their skin colour. 
14 Insofar, as much science fiction has also been driven by unconscious – or, indeed, explicit – fears about the 

loss of White privilege associated with the end of slavery and with decolonisation, people of colour have, in an 

important sense, remained at the very centre of representations of the future (Chude-Sokei 2016: 83-127; 

Rieder 2008). Nevertheless, in the mainstream of science fiction, even when playing a central role, people of 

colour have typically been portrayed as confined to the margins of a society imagined as White and been 

represented either as a threat to “civilisation” or as the nature which technology seeks to control – or both. 

For a collection of discussions that focus on the representations of people of colour in science fiction, see 

Lavender (2014). 
15 For a discussion of the role played by different communities in settling the question of the representational 

content of robots, see Sparrow (2017).   
16 It is remarkable that neither Bryson’s (2010) paper, “Robots should be slaves,” nor Petersen’s (2011) book 

chapter, “Designing People to Serve,” discusses the real world history of slavery. 
17 Although he does not mention slavery, Levy (2009) suggests that the likelihood that our treatment of robots 

will shape our treatment of other human beings gives us reason not to mistreat robots. 
18 I have discussed the extent to which it is plausible to think that our interactions with robots will shape our 

behaviour towards other people, as well as expressive content of such interactions, at length in Sparrow 

(2017).  
19 It is not too much of a stretch to suggest that, culturally speaking, contemporary robots are, implicitly, Black 

souls in White bodies. In conversation, Aaron Steinfeld suggested to me that one might therefore think of 

existing robots as enjoying "borrowed whiteness" as is, some have suggested, the case with Jews in America. 
20 Of course, in some contexts engineers are already aware of this fact and deliberately try to make robots less 

human in appearance in order to reduce the expectation amongst users that the robots will be able to do the 

things that humans can do. What is novel about the argument I have developed here is that it establishes that 

there may be reasons to make robots appear other than human even when they do become capable of a level 

of performance that meets or even exceeds what people expect of them. For a different argument to the same 

conclusion in another context, see Sparrow (2017). 

https://www.softbankrobotics.com/emea/en/pepper
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